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Improving Farm Competitiveness through Farm-Investment
Support: a Propensity Score Matching Approach

Stefan Kirchweger and Jochen Kantelhardt

Annotation: The heterogeneity of farms and the problem of-seliéction are challenging the
evaluation of treatments in agriculture. This istigalarly the case for rural development
measures whit voluntary participation and hetereges outcomes. But knowledge about the
selection mechanisms for a certain treatment, mkénation with econometric methods, can help
to overcome these problems. One of these promisiathods is the Propensity Score Matching
(PSM) approach. In this paper we apply PSM in orerobtain treatment effects from the
agricultural investment support programme in Aastoin the farm income. We also test the
robustness of the results to hidden bias with sigitgianalysis. Furthermore we split the sample
in more homogenous subsamples in order to incréeseobustness of the results. The results
show that treatment effects differ by a large amdanthe subsamples and that splitting leads to
slightly more robust results.

Key words: Rural Development programmes, heterogeneity, taeffacts, Propensity-Score
Matching, sensitivity analysis

1 Introduction

There are about 187,000 farms located in Austniahfe year 2007 (BMLFUW, 2011). Even
though there have been structural changes andadubmgst in the last few decades, the farms
differ in farm structure and production systemse Heterogeneity is mainly due to the fact of
different site conditions, i.e. mountainous or moauntainous regions, as well as being the
result of farm-manager characteristics or stratedt@rthermore, analyses in agriculture have
to take into account that a farm is always builbru@ unique relationship between the farm
household and the farm enterprise. The heterogerditfarm units and the unique
relationship between farm and farm households I¢éadweterogeneous responses to support
programmes (Pufahl and Weiss, 2009). This resultsmiethodological challenges for
researchers in carrying out quantitative analysethé framework of Rural Development
evaluation.

Quantitative evaluation asks for the causal eff@tterefore the Neyman-Rubin-Holland
model has been developédin this model the causal effects) for one individual (A) is
computed by comparing the outcome in the statedfqgipation (Ya') and the outcome in the
state without participation (). This can be formulated as = Ya' — Y.*. But a fundamental
challenge arises, as one of these outcomes is axfactual because one unit can either be
participant or non-participant. When we look founterfactual for treated units, one solution
to this problem is the use of observable non-padids. The treatment effect can then be
computed by simply comparing treated and non-tceatdts. But to follow causal claims,
treatment must be independent of the potentialomnécand treated and non-treated must be
homogenous, only differing by the analysed varialflehese are not fulfilled, the results are
biased and/or have high variability. This is nanajor issue in randomised experiments, as
randomisation of treatment insures the independendecatment and outcome. To reduce
variability, the pairing of treated and untreateuitsican be used and number of observations
can be increased (Rosenbaum, 2005a).

! This model is also known as the counterfactual m@dergan and Winship, 2009), the Neyman-Rubin mg&eslkhon,
2009) or Roy-Rubin model (Caliendo and Hujer, 2006) aas originally introduced by Neyman (1923) buh@vadays
used in a wide range of topics for microeconomil@ation (Sekhor2009).



As experiments can hardly been used in agricultvealtment evaluation, we have to rely on
observational data (Henning und Michalek, 2008).séwational studies differ from
experiments, as the researcher cannot control segranent of treatment to individuals
(Rosenbaum, 2010, 65). Therefore, participantscseleemselves voluntarily for a certain
treatment, which leads to a selection bias in #@seilts. This bias is mainly due to variables
(2) disturbing the causal inference of the treatim@) on the outcome (Y) and therefore
violates the independence assumption. Figure &tiltes a causal relationship between the
treatment T and the outcome Y, but Y is biasedutjinathe mutual dependence of T and Y on
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Figure 1: A causal diagram in which the effect of T on Ydisturbed through the badeor path,
mutual dependence on Z. (Source: Morgan and Win20ip9)

As in heterogeneous observational studies, theeaser in observations cannot reduce
variability; more homogenous samples are neededgmaum, 2005a). Therefore the pairing
of treated and untreated is needed to reduce Ibadis, and variability. One approach of
pairing is Propensity Score Matchingvhere treated and untreated are paired on similar
propensity scores. Rubin and Rosenbaum (1983) pghatenatchingon the propensity score
is sufficient. As withMatching we only check for observable covariates; theneags might

be hidden bias caused by unmeasured variables.

The basic objective of this paper is to appRrapensity Score Matchingpproach to analyse
their ability to scope with heterogeneity in aghatal studies. This is exemplified on the
agricultural investment support programme in Aastind its effects on the farm income of
farms using the time period 2005-09. Thereforehrrianalysis is implemented to reduce, on
the one hand, the bias from unobservable variablef on the other, to measure the
robustness of the results regarding hidden bidethermore we stratify the sample in dairy
and granivore farms in order to obtain more homogsersamples and reduce variability as
well as increase the robustness of the resultfdllmving specific questions are asked:

- Can Propensity Score Matching be a supportive tioalerive causal effects from a
farm investment support programme in empirical ists/@l

- How does Propensity Score Matching cope with logemeity in agriculture?
- Can bias be reduced by using smaller, more homagesamples?

In Section 2 we give a brief introduction in farmvéstment and in the farm-investment
support programme of Austria. Section 3 explains mhethodological procedure and the
database used in this paper. The results of theetstep approach are then displayed in
Section 4. This section also includes the appbcadf sensitivity analysis in order to judge on
the causality of the different results. The resafts discussed in Section 5.



2 Farm investment and the farm-investment support programme in

Austria

The farm-investment programme is part of the secpilldr of the Common Agriculture
Policy and basically concerns improving competitiegs, work conditions, animal welfare
and environmental conditions. To achieve thesesg&al6 million Euros have been spent in
Austria in the period from 2000 to 2009 (Dantleakt 2010). The number of fostered farms
during this period is slightly above 37,000, allinta located in mountainous regions (see
Figure 3). Consequently, forage farms (includingntyadairy and suckler-cow farms) are the
main beneficiary of farm-investment payments, veitthare of more than 56%. In contrast, in
the distribution of farm type of all farms in Austrforage farms have only a share of 37%
(BMLFUW, 2011). In addition, there is an over-reggatation of granivore farms in contrast
to field-crop farms. It is therefore not surprisithgat more than 50% of these funds foster the
construction of barns mainly for dairy farming. Bveéhough participants are mainly
mountainous farms, it illustrates a low share aftip@ants in the western federal states of
Tyrol and Vorarlberg. This might be due to speciahievements by the federal states.
Furthermore, on average the share of participdiings increases for bigger farms. Hence the
means of participants and non-participants diféspecially for the utilised agricultural area
(UAA), total livestock units (LU) and milk quota éDtler et al., 2010). As farm-investment
support payments can only be obtained with an itnvexst, and there is hardly any farm
investment without support, we have to considemtl@ntly when evaluation is carried out
(see Dirksmeyer et al., 2006 and Dantler et all020Therefore we also have to consider
investment decisions in our analysis. A study d@oreGerman farms also points out that
investing farmers have a lower share of equity aral older than non-investing farmers
(Lapple, 2007). It is evident, therefore, that éhbas been a selection for participation based
on structural and regional variables such as regiarm type, farm size and financial
variables.

3 Methodological Approach

For the application omatchingwe use a three-step approach, where we first elahe
matchingcovariates and estimate the propensity scorehtomhole sample as well as for the
subsamples of dairy, cash crop and granivore faBasondly, we match treated and controls
based on the propensity score using a suitabledgragorithm with callipeMatching As a
last step, we calculate the average treatment tetiecthe treated with a difference-in-
difference estimator for all samples. Afterwardssstvity analysis is applied to judge on the
guality of Matching

3.1 The Propensity Score Matching approach

Matching follows the Conditional Independence AssumptiodAjCin order to find an
adequate control group. Based on the work of R§bBv7) and Rubin and Rosenbaum
(1983), the CIA assumes that under a given vedtobservable covariates (Z), the outcome
(Y) of one individual is independent of treatmefi¥0, Y1 @ T} |Z, where @ denotes
independence. Thmatchingprocedure is based on conditioning on all covesiatfluencing

T and/or Y (4, Zo, Z3,....Z). This conditioning on Z should, on the one haledd to a
reduction in selection bias in the form of a redlicerrelation (r) between the errorterm of
the treatment T (u) and the errorterm of the ouedhie) (see Figure 2).
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Figure 2: Identification of causal effects through conditimpon observed variables. (Source: Gangl, 2006)

Thus, throughmatchingthe income of farms are independent of whethefdbhma participated

in the farm-investment programme or not. Howevhis requires the identification of all
those covariates which influence the outcome aedptbbability of participation but are not
influenced by programme participation. The selectb covariates is the most important task
in the matching procedure. Guidance can be gained from statistaanomical and also
practical background in order to choose the appatgrcovariates. The influence of the
participation on the covariates can be avoideanbychingon farm variables before the start
of treatment.

Another major assumption which needs to be futfilis the so-called Common Support
Assumption.This basically requires the existence of non-pigdicts having similar Z to all
participants. Violation arises especially when ct@atas are used which predict too well the
probability of treatment, but this is simply detsgttby visual control (Lechner, 2001). Losing
observations because of missing common suppodtigsually a problem when these are not
too numerous but might change the quantity of dseilts.

In order to identify similar controls, PSM use thi®pensity score (p(Z)) of each individual
instead of each single covariate. The propensityresés defined as the probability of
participation (Pr(T=1)) for one individual givenettobserved covariates Z, independent of
observed participation: (g) = Pr( Ti=1|Zl, Zy, Zs,....Z). Rubin and Rosenbaum (1983)
prove thatmatchingon the propensity score is sufficieRropensity-Score MatchinfPSM)
differentiates from exacehatchingas the values of covariates are usually diffevéttiin the
pairs with the same propensity score but are bathno the treated and control group
(Rosenbaum, 2010, 166). The estimation of the preipescore (PS) is commonly based on
the fitted values of a binary logit or probit modeking observed treatment assignment
(yes/no) as the explained and Z as the explanasoigble. The model must not be linear but
may include interactions, polynomials and transfations of the covariates.

There are several algorithms available to pairrotmiand treated units. In our paper we use a
Greedy algorithmwith calliper pairmatching without replacement approach. Similarity is
therefore established by using a self-defined paliA non-participant which is found within
the calliper serves as control for one treatedcamhot be used as another control. The treated
unit is dropped when there is no control availabihin the calliper. Through this the quality
of matchingrises, as the controls are much more similar intrest to simpleNearest
Neighbour Matching Galiendo and Kopeinig, 2008) and the condition ainmon support
can be fulfilled. Augurzky und Kluve (2004) argunat callipers which are not too narrow are
preferable when the heterogeneous effects of terdtare expected (Augurzky und Kluve,
2004). Therefore we set the calliper to 0.2 for apyplication.

Through the two steps, the estimation of the prepgscore and the actuadatchingusing a
radius algorithm, pairs consisting of participaatsl controls are built, and a control group
which is similar to the participant group is gerteda This results in a reduction of systematic
mean differences between these groups. Furthermmatehingon p(Z) does not touch the Y
variable until the estimation of the treatment etifen order to prevent it from new biases (Ho
et al., 2007). Thus, the average treatment effedhe treatedr( (T=1)) can be computed, as
the difference of the mean outcome of participg¥itd and controlsYg°):



o| (T=1)=X:, Y1 | p(Z) /4 - X5, Y3 | p(Z) /0 @)

Matchingcan then be considered successful when the meilue @bvariates between treated
and control group is balanced. Balance is judgeddmnyentional testing; alternatively, Ho et
al. (2007) recommend using QQ-plots which plot glantiles of a variable of the treatment
group against that of the control group in a squace (Ho et al.,, 2007). Thenatching
algorithm in our analysis is run with the R-packaitatching by J.S. Sekhon (see Sekhon,
2011).

As the independent assumption rimatchingis built on observable covariates, it is often
criticised that there might still be hidden biastire outcome, coming from unobserved
variables. Therefore we implementddference-in-difference (DiDjollowed by sensitivity
analysis considering the amount of hidden biakerésult.

3.2 Estimation of treatment effects

Smith and Todd (2005) recommend for controlling fonobservable covariates the
implementation of &iD estimator. ThdiD relies on the assumption that the differences of
participants and non-participants are similar argvime. It is computed as the difference of
the progress of the participant and the non-paditi from one point before (t') to one point
after (t) the time of treatmentr{t(Heckmann et al., 1998). By implementing the dad¢ime
and the before- and after-estimation in the analyae can monitor for unobservable, linear
and time-invariant effects such as price fluctuai¢Gensler et al., 2005). The combination of
matchingandDID results in theConditional difference-idifference (CDiD) estimation and
the used formula can be written as

(T =1 =30, — Vi) | Z/ms - 33,08, — VR ) | Z/np 2)
v <ty <t 3)

For our analysis, the pre-treatment situation i1s2003, post-treatment is 2010 and the
treatment itself took place between 2005 and 200 two-year gap before treatment is
necessary, since the year of treatment is the ge@ayment and the investment usually
happens a year or two before payment.

3.3 Sensitivity analysis

In order to investigate the reliability of the réssuwve implement a sensitivity analysis in our
model. Therefore we use the so called Rosenbaumdso{see Rosenbaum 2002, 2005b and
2010). Basically this sensitivity analysis tests fbe robustness of results and models.
Rosenbaum’s approach in particular focuses onittaeh biases from unobservable variables
and therefore on the violation of the assumptiomdépendence of treatment and outcome or
random assignment of treatment afteatching There is hidden bias, when pairs look
comparable in their observable characteristics differ in their actual probabilityn) of
receiving the treatment.

To measure the departure from random assignmentreaitment the parametdr is
implemented in the odds ratio of the pairs. Theraea departure if the odds/{-x) of each
unit do not differ within the pair and thE=1. When the units k and j have the same
probability, the odds ratio was at most:



1 __ mj/1-uj)
r= Tk [(1-1k) = (4)

The parameter of one is given in randomised exparimbut in observational studies this
hardly ever appears. If the parameter happens &) thes indicates that one of these units is
twice as likely to receive the treatment as thenth

It is not possible to compute the parameter; tloeeefve assume a perfect situation, with a
positive treatment and no hidden bias, but we gmnerant of these facts, and perform a
sensitivity analysis (Rosenbaum, 2010, 259). Ireottd start, one selects a series of values
for I'. Then we can either judge the robustness on thelyes and see how the p-value
changes for increasing valueslobr how the magnitude of the treatment effects gharwith

an higher". High sensitivity to hidden bias appears if thaauasions change for values Iof
just slightly higher than one and low sensitivisygiven if the conclusions change at large
values of' (Rosenbaum, 2005b). The sensitivity analysis in paper is based on the
Wilcoxon sign rank test and the Hodges-Lehmann (ptiit estimate for the sign rank test
with an upper and lower bouidThe values and estimates of these tests migherdiff our
results as they deal differently with outliners. \W&e the R-package “rbounds” by L. Keele
(see Keele, 2010).

3.4 Data

We use data from 2000 to 2010 of 1,636 voluntagkkeeping farms in Austria, where we
find 239 farms who only participated in the farnv@éstment support programme at least once
between 2005 and 2009 and 845 farms who did ntitjpate between 2000 and 2010. Farms
which did not attend in the years 2000-2004 and)2@% well as those which received less
than 5000 Euros in payments, were dropped from ahalysis. Participants and non-
participants are matched with data based on the2@68.

In observational studies, better results can béeget, when samples are more homogenous
(Rosenbaum, 2005a). In order to gain more homogesamples we split the sample in three
subsamples, for dairy and granivore farms. Whedsay farms are characterised as farms
keeping dairy cows and granivore farms are farmes&lsales are mainly due to fattening
pigs and steers as well as breeding and fattereng.AVe then apply the three-step approach
for all three subsamples individually.

4 Empirical Results

The results for the three-step estimation of theragye treatment effect on the treated applied
in the case of farm-investment support in Austria displayed in this chapter. Furthermore
we show the results of sensitivity analysis andtgication.

4.1 Estimation of the Propensity Score

In order to get the propensity scores of eachwaitpply a binary logit model. In our model
we include a multinomial variable for the farm typed whether the farm is located in the
region west, south and north, a dummy variableofganic farming and metric variables for
the age of the farm manager, the labour, the edliagricultural area (UAA), the share of
rented UAA, the livestock density, the share of iggand the non-farm income. The

% A detailed derivation is given in Peel and Makepeace (2009).



estimates for the coefficients are displayed inl@db The results indicate that dairy farms,
farms with higher labour and livestock densitywasdl as more UAA and non-farm income,

are more likely to invest and receive farm-invesitreipport but cash-crop farms and farms
with older managers are less likely. The model exily predicts about 78% of the farms
attending the programme and is statistically sigaift at the 0.1% level or better, as
measured by the likelihood ratio test.

Table 1: Covariates estimates of logit-models explaininggpamme participation for the whole sample.

Estimate Std. Error z value
Intercept -5.928 1.075 -5.514
Dummy permanent crop farms 0.708 0.458 1.546
Dummy forage farms (exclusive dairy) -0.030 0.485 -0.061
Dummy cash-crop farms -0.639 0.334 -1.911 .
Dummy dairy farms 0.453 0.237 1.910.
Dummy granivore farms 0.403 0.314 1.284
Dummy region south -0.130 0.207 -0.628
Dummy region west -0.319 0.291 -1.096
Dummy konv farming -0.080 0.215 -0.373
Age -0.022 0.009 -2.453 "
Labour 0.565 0.126 4.487
Utilised agricultural area (log) 0.713 0.153 4.644
Share of rented land 0.587 0.372 1.579
Livestock density 0.586 0.179 3.270 ¢
Share of equity 0.801 0.508 1.577
Non-farm income (log) 0.140 0.039 3.548

Signif. codes: 0 *** 0.001 ** 0.01 ¥ 0.05‘0.1‘"1

Using this model we estimate the bounded propessibtye for each farm, which is the basis
for the followingmatchingstep. The distribution of the propensity scoreguge similar in
the treated and the control group (see Figure Bjs 15 necessary in order to find good
matches.

Treated Control

0.0 02 04 06 0.8 1.0 0.0 02 04 06 0.8 1.0

Propensity Score Propensity Score

Figure 3: Distribution of propensity scores for treatedtfleind controls (right).

4.2 Results from Matching and treatment effect estimation

The quality of thematchingalgorithm is based on the achieved balance betweated and
control group. The applied Greedy algorithm has llest results regarding thwatching
balance in comparison to other algorithms. Out 8 potential participants, th@atching



procedure develops a new sample with 227 pairsistingg of one treated and one control.
Through this, the sample increased its balance dstwhe two groups (participants and
controls) for all variables, which are not statigtly significantly different, using
conventional levels and the t-test, anymore (sdxeT2).

Table 2: Mean values of variables for participants and istbefore and after Propensity-Score Matching for
the whole sample.

Potential Potential Selected Selected
participants controls participants controls

Number of farms 239 810 227 227

Dummy permanent crop farmn 0.050 0.059 0.048 0.048
Dummy forage farms 0.029 0.033 0.031 0.035
Dummy cash-crop farms 0.130 0.279 0.137 0.159
Dummy dairy farms 0.452 0.307 ~ 0.454 0.441
Dummy granivore farms 0.163 0.095 "~ 0.145 0.163
Dummy region south 0.247 0.247 0.233 0.225
Dummy region west 0.100 0.088 0.101 0.093
Dummy konv farming 0.816 0.819 0.815 0.837
Age 52.280 54.207 52.595 51.907
Labour 1.824 1.487 1.777 1.814
Utilised agricultural area (log 3.488 3.309 ° 3.465 3.484
Share of rented land 0.287 0.242 " 0.280 0.294
Livestock density 1.125 1.125 1.106 1.106
Share of equity 0.905 0.905 0.911 0.903
Non-farm income (log) 7.466 7.375 7.409 7.265
Livestock (log) 3.038 2.344 " 3.003 2.976
Dairy cows (log) 1.549 1.094 1.559 1.535
Pigs (log) 1.837 1.363 1.769 1.860

t-test for equally of means: Signif. codes: 0 *®001 ** 0.01 ' 0.05'"0.1°"'1

With the new sample of 227 pairs gained fromatchingapproach the ATT is computed by

comparing the mean development of the farm incaimmm 2003 to 2010 of participants and
controls. This results in an ATT for the farm ine@wf 7197 Euros, which can be interpreted
as the amount of farm income which treated farmddcaincrease more than controls. The
ATT has a standard error of 2656.4 and t-statiefi2.71, which indicates a statistical

significant difference between the means at thdeM#l or better.

4.3 Sensitivity analysis

Even though the ATT for the farm income is positiwe cannot be sure that controlling for
observable covariates is enough to draw causallesinns. Therefore we apply sensitivity
analysis to test the robustness of the result.rékelts of this analysis are displayed in Table
3. The first column of Table 3 is the value of fhe@rametemr, which should indicate the
difference in the odds of farm participating or watused by an unobserved variable. In the
second and third column the upper and lower bounth® p-value from Wilcoxon Sign
ranking test and the fourth and fifth the upper BEvder bound of the Hodges-Lehmann point
estimates for the sign rank test is shown. In its¢ fow the parameter is set to one, assuming
total randomisation througimatching The sensitivity analysis shows that through the
increase of up to 1.08, the upper bound of the p-value excéeel$%-level. This indicates
that the result is highly vulnerable to unobserbes. This also leads to a widening of the HL
treatment estimates and therefore increasing thertainty through selection bias. When the
parameter increases to 1.38, the HL treatmenttafexven shown to become negative.



Table 3: Rosenbaum bounds parameters for the results eflibe sample

parameter Wilcoxon p-value HL treatment estimate
(n)? Lower bound®  Upper bound® Lower bound® Upper bound’
1.00 0.021 0.021 4,265 4,265
1.02 0.015 0.029 4,012 4,520
1.04 0.011 0.038 3,752 4,788
1.06 0.008 0.049 3,466 5,046
1.08 0.006 0.063 3,230 5,266
1.10 0.004 0.079 2,938 5,521
1.12 0.003 0.098 2,682 5,807
1.14 0.002 0.119 2,449 6,036
1.16 0.001 0.143 2,213 6,255
1.18 0.001 0.169 1,995 6,468
1.20 0.001 0.198 1,752 6,712
1.22 0.000 0.229 1,519 6,911
1.24 0.000 0.262 1,302 7,134
1.26 0.000 0.297 1,060 7,340
1.28 0.000 0.333 864 7,609
1.30 0.000 0.370 659 7,840
1.32 0.000 0.408 458 8,052
1.34 0.000 0.446 253 8,285
1.36 0.000 0.484 64 8,481
1.38 0.000 0.522 -95 8,678
14 0.000 0.558 -260 8,903

1 Odds of differential assignment due to unobsefaetbrs

2 Lower bound significance level (on assumptionmder-estimation of treatment effect).
3 Upper bound significance level (on assumptionvefreestimation of treatment effect).
4 Lower bound point estimate (on assumption of wedtimation of treatment effect).

® Upper bound point estimate (on assumption of estimation of treatment effect).

4.4 Results for stratified subsamples

The subsamples consist of 108 participants andn®h9participants in the dairy subsamples
and 39 treated and 77 non-treated in the granisobsample. An individual logit model is
applied for each subsample. The models are addptddrm type-specific covariates. The
estimates and significance levels of the modellmaseen in Table 4 and Table 5. Thus, we
included the share of dairy cows in the dairy soli@a and the number of pigs variable in the
granivore subsample. The estimation shows thatoth models these additional covariates
are not statistically significant but we are coméd that they play a major role in the decision
to participate in the investment support program(see also Dantler et al., 2010).
Furthermore the estimates in both models are sirilahe model with the whole sample
except for the fact that labour and age are naisstally significant anymore. The models
correctly predict about 70% and 76% respectivelyheffarms attending the programme and
both are statistically significant at the 0.1% lemebetter, as measured by the likelihood ratio
test.



Table 4: Covariates estimates of logit-models explaininggeamme participation for the subsample of dairy

farms

Estimate Std. Error z value
Intercept -8.77 2.08 -4.23 =
Dummy region south -0.26 0.32 -0.80
Dummy region west 0.14 0.34 0.41
Dummy konv farming -0.03 0.31 -0.11
Age -0.01 0.01 -0.71
Labour 0.33 0.27 1.21
Utilised agricultural area (log) 1.14 0.32 3.58 =
Share of rented land 0.69 0.55 1.26
Livestock density 0.80 0.36 2.23 *
Share of equity 1.43 0.81 1.76 .
Non-farm income (log) 0.25 0.07 3.77 =
Dairy cows (share of all livestock) -0.07 0.86 -0.08

Signif. codes: 0 “*** 0.001 ** 0.01 ¥ 0.05'’0.1*" 1

Table 5: Covariates estimates of logit-models explaininggoamme participation for the subsample of
granivore farms

Estimate Std. Error z value

Intercept -8.77 2.08 -4.23 =
Dummy region south -0.26 0.32 -0.80
Dummy region west 0.14 0.34 0.41
Dummy konv farming -0.03 0.31 -0.11
Age -0.01 0.01 -0.71
Labour 0.33 0.27 1.21
Utilised agricultural area (log) 1.14 0.32 3.58 =
Share of rented land 0.69 0.55 1.26
Livestock density 0.80 0.36 2.23 *
Share of equity 1.43 0.81 1.76 .
Non-farm income (log) 0.25 0.07 3.77 =
Pigs (share of all livestock) -0.07 0.86 -0.08

Signif. codes: 0 “*** 0.001 ** 0.01 ¥ 0.05'’0.1*" 1

The distribution of the bounded propensity scosequite similar for treated and controls in
the dairy subsample but is more distinctive in gn@nivore subsample (see Figure 4 and 5).
This results in a more challengintatchingprocedure for the granivore subsample in order to
fulfill the common-support assumption. The Greedgtchingalgorithm finds 104 pairs for
the dairy and 27 pairs for the granivore, whichréases the balance of the subsamples for
each selected covariate (see Table 9 and 10 iPAgpendix). Balance of covariates is
checked by the t-test, which shows no statistiggiiicant difference on the conventional
levels.
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Figure 4: Distribution of propensity scores for treatedtjl@hd controls (right) in the dairy subsample
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Figure 5: Distribution of propensity scores for treatedtjl@ihd controls (right) in the granivore subsample

Using the matched subsamples we can estimatAT in the farm income for dairy as
well for granivore farms similar to the procedurbem the whole sample is used. The farm
income of treated dairy farms increases in aveiagie analysed period by about 1,200
Euros more than the control. The t-statistic isyveEaw and therefore the result is not
statistically significant. In contrast, the averagevelopment of farm income of treated
granivore farms is 18,600 Euros higher and sta#Byi significant at the 1% level or better
(see Table 6). This reveals the heterogeneity amidhility in the average results when the
ATT is estimated with the whole sample.

Table 6: ATT in the farm income (in Euros) for the subsampfedairy and
granivore farms

Estimate  Std. Error t-stat
Dairy subsample 1,232 2,548 0.477
Granivore subsample 18,612 6,864 2.711"

t-test for equally of means: Signif. codes: 0 *®001 ** 0.01 * 0.05‘"0.1‘'1

Stratification of the heterogeneous sample alsdsléa an increase in the robustness of the
results. This is shown through the sensitivity gsial in Table 7 and Table 8, where the
statistical significance and the magnitude of tkatiment effect changes at a higher parameter
than for the whole sample. For the dairy subsartiideATT is statistical insignificant for the
assumption of randomisation but exceed the 5%-leten the parameter increases by 30%.



In comparison the parameter has to increase byt6@%ange the conclusion of the granivore
sample.

Table 7: Rosenbaum bounds parameters for the resultséaithsample of dairy

parameter Wilcoxon P-value HL treatment estimate
a)* Lower bound? Upper bound® Lower bound* Upper bound®
1 0.309 0.309 1,374 1,374
1.05 0.237 0.388 790 1,892
1.1 0.178 0.469 229 2,327
1.15 0.131 0.547 -321 2,868
1.2 0.095 0.621 -790 3,358
1.25 0.068 0.687 -1,217 3,859
1.3 0.048 0.746 -1,651 4,310
1.35 0.033 0.796 -2,209 4,793
1.4 0.023 0.839 -2,696 5,140
1.45 0.015 0.874 -3,066 5,544
1.5 0.010 0.903 -3,456 6,017
1.55 0.007 0.926 -3,901 6,348
1.6 0.005 0.944 -4,293 6,748
1.65 0.003 0.958 -4,693 7,036
1.7 0.002 0.969 -5,025 7,389

1 Odds of differential assignment due to unobsefaetbrs

2 Lower bound significance level (on assumptionmder-estimation of treatment effect).
3 Upper bound significance level (on assumptionvareestimation of treatment effect).
4 Lower bound point estimate (on assumption of wedtimation of treatment effect).

® Upper bound point estimate (on assumption of e@stimation of treatment effect).

Table 8: Rosenbaum bounds parameters for the resultséasuhsample of granivore farms

parameter Wilcoxon P-value HL treatment estimate

(n)? Lower bound? Upper bound® Lower bound* Upper bound’
1 0.007 0.007 17,261 17,261
1.05 0.005 0.009 16,565 17,733
1.1 0.004 0.012 15,856 18,014
1.15 0.003 0.015 15,207 18,573
1.2 0.002 0.019 14,072 19,169
1.25 0.001 0.024 13,282 19,406
1.3 0.001 0.029 12,766 19,979
1.35 0.001 0.035 12,400 20,817
14 0.001 0.041 11,948 21,456
1.45 0.000 0.048 11,497 21,786
1.5 0.000 0.055 11,230 22,160
1.55 0.000 0.063 10,611 22,626
1.6 0.000 0.071 10,073 24,862
1.65 0.000 0.080 9,825 25,003
1.7 0.000 0.090 9,466 25,201

1 Odds of differential assignment due to unobsefaetbrs

2 Lower bound significance level (on assumptionmder-estimation of treatment effect).
3 Upper bound significance level (on assumptionvefreestimation of treatment effect).
4 Lower bound point estimate (on assumption of wedtimation of treatment effect).

® Upper bound point estimate (on assumption of estimation of treatment effect).



5 Discussion and conclusions

The heterogeneity of farms and the problem of seliéction are challenging a evaluation of
treatments in agriculture. This is particularly ttese for rural development measures, which
have voluntary participation and heterogeneousoougés. But knowledge about the selection
mechanisms for a certain treatment, in combinatwtth econometric methods, can help to
overcome these problems. Next to Instrumental Bérigstimation theéPropensity Score
Matchingmethod has become a popular tool in evaluation.

Basically, matching creates a new sample by identifying similar cdstréor each
participating individual based on observed covasafThe selection of these covariates is a
central issue and of high sensitivity. It is neeeggo identify those variables which have the
greatest influence on the decision to participatt @ the outcome. PSM uses the probability
of participation for each unit, estimated by a byn@egression model, to reduce timatching
dimension to one. In this paper we apf$M in combination with theDifference-in-
Difference Estimatorto assess causal effects in the farm income offah@-investment
programme in Austria.

The results show a statistically significant andipee ATT (227 farms) in farm income per
year by roughly 7,000 Euros. This might give a guubsitive réesumé of the farm-investment
support programme in order to enhance the compatitiss of farms. But we cannot be sure
if matching- including the difference-in-difference estimatiocould reduce all the selection
bias in the result. Particularly since this anaydeals with heterogeneous data the danger of
hidden bias rises (Rosenbaum, 2005a). Thereforapply sensitivity analysis to measure the
effects of violation of the independence assumptidre sensitivity analysis for our model
reveals that the causal conclusions are quite vagdecan change with only a small amount
of hidden bias. We split the sample in subsammeshe most favoured farm types, dairy and
granivore farms in order to gain more homogenouspées. Then thenatchingprocedure is
done individually and the resulting effects difigramatically. Whereas the effect on farm
income for fostered dairy farms (104 farms) is sttistically significant, the effect for
treated granivore farms (27 farms) is more thar6d®,Euros and statistically significant.
Furthermore the results of the sensitivity analys®w that the models applied for the
subsamples are slightly more robust to hidden thiais the model for the whole sample.

The results indicate, on the one hand, that trecefor a small and specific number of farms
exceeds the average effect by a high amount. Tdrerd¢ie splitting of the sample and the
effects shows a more accurate picture of the treattmOn the other hand, the increased
robustness through sample splitting can be explayethe fact that some group of units, e.g.
different farm types, should not be paired withreather in order to derive causal effects, and
that homogenous samples might also allow more daifgarametric models and coefficient
estimates.

Therefore, especially in the context of agriculturaatment evaluation using observational
studies, the need for homogenous samples is oéisemportance. Much attention needs to be
focused on thdatchingprocedure, as the method has to obtain the indiepee assumption
and the homogeneity in the sample. Even thoughMha&hing procedure is basically a
stratification of the sampleylatching on the estimated propensity score might often be
misleading and encourage hidden biases. A much eféeetive method would therefore be
the application of exad¥latching where treated and non-treated are exactly matcheteir
covariates and perfect stratification is done. Titiespecially the case when the inclusion of
more covariates cannot describe opting for grepteticipation. Even though the exact
Matching approach is limited to a small number moatchingvariables, next to individual
adjustments it allows transparency for non-scienstakeholders in the evaluation process.
This is particular necessary as practical infororatis important for finding covariates. A
large amount of work has to be put into poolinginfation and applying covariates which
are plausible for the institutional environment,which the study is carried out (Lechner,
2002). Transparency is also necessary, when thétgese presented, as Rosenbaum (2010)



argues“An observational study that is not transparerayrbe overwhelming or intimidating,
but it is unlikely to be convincing(Rosenbaum, 2010, 147).

All in all, we find thatmatchingcan help to solve the problems of heterogeneity seif-
selection in agricultural studieMlatching at least, confronts the researcher with the m®ce
of causal exposure and also the limitations oflalkée data. This is especially relevant in the
context of agriculture, where management decisi@nes always dependent on the unique
relationship between farm household and the fartarpnse, on-site and political conditions
and also on personal attitudes of the farm mamgkethese complex and unobservable factors
make it difficult to explain selection mechanism agriculture. HoweverMatching is
definitely a useful tool to balance and pre-prodbssdataset and understand the direction of
causal relationships. In special circumstancessalatlaims can be drawn from the result.
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Appendix

Table 9: Mean values of variables for participants and msitbefore and after Propensity-Score Matching for
the dairy subsample

Potential  Potential Selected  Selected
participants controls participants controls
Number of farms 108 249 104 104
Dummy region south 0.185 0.225 0.192 0.231
Dummy region west 0.213 0.197 0.192 0.240
Dummy konv farming 0.787 0.767 0.788 0.769
Age 52.824 53.964 52.817 52.154
Labour 1.771 1.636 1.752 1.812
Utilised agricultural area (log 3.369 3.149 7 3.341 3.320
Share of rented land 0.285 0.224° 0.284 0.264
Livestock density 1.292 1.295 1.292 1.291
Share of equity 0.922 0.906 0.925 0.917
Non-farm income (log) 7.718 7.109° 7.694 7.925
Livestock (log) 3.412 3192 7 3.404 3.332
Dairy cows (log) 2.789 2.599 7 2.806 2.761
Pigs (log) 0.796 0.734 0.768 0.793

t-test for equally of means: Signif. codes: 0 *®001 ** 0.01 * 0.05'."0.1‘'1

Table 10: Mean values of variables for participants and mastbefore and after Propensity-Score Matching for
the granivore subsample

PoFe_ntlaI Potential Selected Selected
participant -
S controls participants  controls
Number of farms 39 77 27 27
Dummy region south 0.256 0.247 0.111 0.259
Dummy region west 0.000 0.013 0.000 0.000
Dummy konv farming 0.974 0.961 0.963 0.963
Age 51.821 54.208 53.630 53.333
Labour 1.730 1.503 " 1.687 1.576
Utilised agricultural area (log) 3.565 31217 3.508 3.413
Share of rented land 0.300 0.241 0.262 0.260
Livestock density 1.687 1.560 1.506 1.728
Share of equity 0.904 0.864 0.932 0.940
Non-farm income (log) 7.490 7.218 7.392 7.207
Livestock (log) 3.969 3.390 3.815 3.812
Dairy cows (log) 0.053 0.073 0.077 0.139
Pigs (log) 5.944 5.404° 5.947 5.915

t-test for equally of means: Signif. codes: 0 *®001 ** 0.01 * 0.05‘"0.1‘'1



