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From Mythology to a Fair Picture. When Hephaestus, the Greek god of smiths, moulded Pandora from
clay, the people expected beauty and hope from her. Instead, she released nothing but plagues and
misery from her jar. Frankenstein, the modern Prometheus, and his artificial human-turned-monster
spread an equally chilling effect. A similar story could be told about HAL 9000, the computer who
betrayed his crew in Arthur C. Clarke's ,, A Space Odyssey”.

Images like these still shape people’s ideas about artificial intelligence, Professor Claudia Miller-Birn
emphasised at the very beginning of her talk. Media coverage often promotes these misconceptions,
sometimes relying on studies that, in her view, do not give a fair picture of recent technical
developments. In light of this, Miller-Birn, head of the Human-Centered Computing group at FU Berlin,
takes on the task of elucidating what artificial intelligence, bots and machine learning are really about.
She also wants to draw attention to its potential dangers and show how to regulate the technology in

order to make best use of its opportunities.

Wikipedia’s Social Algorithmic Governance. Attempting to explain what so-called artificial intelligence
truly constitutes, she draws on her rich experience and intense study of Wikipedia and its social
algorithmic governance. Wikipedia had had a No-Bots-Rule until 2002. Its exponential growth of active
users, however, made it impossible to review and manage articles manually and led to the policy-change
and the introduction of bots. Being emphatic about the true nature of bots, Claudia Miller-Birn stresses
that it is not artificial intelligence that is being discussed; rather, it is merely about autonomous or semi-
autonomous computer programmes helping editors with content maintenance, coordination work and
community support. Bots interact with Wikipedia’s core via its extensions in much the same way humans
do but using an interface that differs from the graphic user interface compatible with humans.

What then is there to gain from Wikipedia’s use of bots? From 2002 onwards, Wikipedia developed a
procedure of approving tasks assigned to bots. An active user’s proposal is looked at by peers with much

scrutiny, and a sometimes lively discussion regarding the pros and cons of the bot in question unfolds.



First, a member of the so-called Bot Approvals Group may approve a trial period of the task. During this
period, the bot’s performance is supervised and members of the community can give feedback. At the
end of the trial phase, the Bot Approvals Group approves or declines the request. It grounds its decision in
whether the task has been able to conform with Wikipedia’s standards and technical requirements. The
approval process might also be accelerated or be conducted more carefully based on the bot operator’s
standing in the community. Generally, one’s reputation among fellow-Wikipedians and one’s expertise

are important criteria when it comes to granting access rights higher up on Wikipedia’s hierarchy.

From Social Governance to Legislation. Policymakers could learn from these numerous instances of peer-
discussed proposals on Wikipedia to create guidelines regulating the use of bots. These guidelines are
much needed indeed, Miller-Birn repeatedly emphasised, as legislation regulating the use of algorithms
in a societally desirable way is currently lacking.

If a legislator was to draft a law on the governance of bots, Article 1, as its prime rule, could well be:
“It is to be made sure that bots are identifiable as non-human-entities at all times.” Humans should
familiarise themselves with this technology and effectively cooperate with machines while always
remaining in charge. To this end, it is of importance that bots are not only identifiable as such, but that it

is also transparent what tasks they are given to conduct.

After her talk, a lively audience enquired about the flexibility of the regulatory framework and the power
shift it might imply, as well as the culture of debate on Wikipedia. Another point of discussion was the
design of algorithms like the one employed by the Austrian job centre and who should be legitimised to

decide on that.

Humans as the Centre of the Interaction. The essence of Professor Miiller-Birn’s talk was: First, when
drafting these much-needed policies, we should focus on systems with human-machine cooperation.
These systems are much more widely used compared to fully autonomous systems. Here, social
governance also helps to conceptualise the dependencies between the technical and the social systems.
Second, while striving towards closer interactions between the ability of humans and machines to utilise
opportunities, we should be aware of the risks of the technology. In doing so, we should spare no effort

to ensure that humans remain the master and become the centre of algorithmic systems design. Again.
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